
 Journal Homepage: www.eduresearchjournal.com/index.php/ijep    88 

 

 

The Impact of AI-Assisted Personalized Learning on Student 

Achievement Gaps 

Jaina Paul1, R.Jeyanthi2 

1Research Scholar, Department of Education, VISTAS, Chennai, India.  
2Associate Professor, Department of Education, VISTAS, Chennai, India. 

 

Article information     

Received: 2nd  April 2025                                                       Volume: 1     

Received in revised form: 23rd May 2025  Issue: 3 

Accepted: 16th June 2025                                                          DOI: https://doi.org/10.5281/zenodo.15852351  

Available online: 9th July 2025 

 

Abstract  

This paper examines the potential of artificial intelligence (AI)-assisted personalized learning systems to address persistent 

achievement gaps in education. Drawing on recent empirical studies and theoretical frameworks from educational technology 

and learning sciences, we investigate how AI-driven adaptive learning platforms can provide differentiated instruction that 

responds to individual student needs. The analysis reveals that while AI-assisted personalized learning demonstrates promising 

outcomes in improving academic performance across diverse student populations, its effectiveness depends significantly on 

implementation factors, including teacher training, technological infrastructure, and culturally responsive design. Results 

indicate that under optimal conditions, these systems can reduce achievement gaps by providing targeted support for 

traditionally underserved students, though they may introduce new forms of inequity when implemented without attention to 

existing structural disparities. This research contributes to understanding how educational technology can be leveraged to 

create more equitable learning environments while highlighting the importance of human oversight and context-sensitive 

implementation. 
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I. INTRODUCTION 

Educational achievement gaps between students of different socioeconomic backgrounds, racial and ethnic identities, 

and geographic locations persist as a significant challenge in education systems worldwide (Reardon, 2011; Hanushek et al., 

2019). These disparities have proven resistant to numerous reform efforts and represent a fundamental obstacle to educational 

equity. In recent years, artificial intelligence has emerged as a potentially transformative tool in education, with advocates 

suggesting that AI-assisted personalized learning systems could provide individualized instruction at scale, potentially 

addressing the diverse needs of learners in ways that have previously been unattainable in traditional classroom settings 

(Holmes et al., 2022). 

Personalized learning, broadly defined as an educational approach that tailors instruction, content, and pacing to 

individual student needs and interests, has a long theoretical history in education (Walkington & Bernacki, 2020). However, 

the practical implementation of truly personalized instruction has historically been limited by the constraints of traditiona l 

classroom structures and human cognitive capacity. AI technologies, with their ability to process vast amounts of data, 

recognize patterns, and continuously adapt to user interactions, present new possibilities for realizing the promise of 

personalized learning (Holstein et al., 2020). 

This paper addresses the central research question: To what extent can AI-assisted personalized learning systems reduce 

achievement gaps among diverse student populations? The investigation is situated at the intersection of educational 
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technology, learning sciences, and equity studies, employing a mixed-methods approach that synthesizes quantitative outcomes 

from recent implementations with qualitative analyses of stakeholder experiences. 

The significance of this inquiry lies in its potential to inform both educational policy and technological development in 

ways that prioritize equity alongside effectiveness. As educational systems increasingly adopt AI-driven technologies, 

understanding their differential impacts on various student populations becomes essential for ensuring that technological 

innovation narrows rather than widens existing disparities. 

II. THEORETICAL FRAMEWORK 

This research is grounded in several complementary theoretical perspectives that together provide a comprehensive 

lens for understanding the relationship between AI-assisted personalized learning and educational equity. 

2.1 Sociocultural Theory and Equitable Learning 

(Vygotsky, 1978) sociocultural theory of learning emphasizes the importance of social interaction and cultural context 

in cognitive development, particularly through the concept of the Zone of Proximal Development (ZPD). The ZPD describes 

the difference between what a learner can accomplish independently and what they can achieve with guidance. Effective 

personalized learning systems must accurately identify each student's ZPD and provide appropriate scaffolding to facilitate 

development (Kalantzis & Cope, 2020). From an equity perspective, this approach recognizes that students from different 

backgrounds bring diverse knowledge, experiences, and learning needs to educational contexts. 

Building on sociocultural foundations, culturally responsive pedagogy (Gay, 2018; Ladson-Billings, 1995) emphasizes 

the importance of incorporating students' cultural references in all aspects of learning. This framework highlights potential 

limitations of AI systems that may not adequately account for cultural diversity in their design and implementation. 

2.2 Adaptive Learning Systems and Cognitive Load Theory 

Cognitive load theory (Sweller, 2011) provides insights into how instructional design affects learning by considering 

the limitations of working memory. Personalized learning systems can potentially optimize cognitive load by adapting content 

difficulty, pacing, and presentation to individual cognitive capacities. This theoretical perspective helps explain why one-size-

fits-all approaches often fail to meet the needs of diverse learners and how properly designed adaptive systems might address 

these shortcomings (Mayer & Moreno, 2003). 

2.3 Digital Equity Framework 

(Reich & Ito, 2017) digital equity framework distinguishes between issues of access (the "first digital divide") and 

effective use (the "second digital divide"). This framework acknowledges that providing technology alone is insufficient; 

students must also have the skills, support, and opportunity to use technology effectively. In the context of AI-assisted learning, 

this framework highlights the importance of considering not just who has access to these technologies but also who benefits 

from them and under what conditions (Reich, 2020). 

2.4 Self-Regulated Learning and Motivation 

Self-regulated learning theory (Zimmerman & Schunk, 2011) emphasizes the metacognitive, motivational, and 

behavioral processes through which learners actively participate in their own learning. AI systems may support self-regulation 

by providing immediate feedback, helping students set appropriate goals, and tracking progress over time. However, the 

development of genuine self-regulation requires systems that gradually transfer control to learners rather than perpetuating 

dependence on external guidance (Roll et al., 2018). 

Together, these theoretical perspectives inform our analysis of how AI-assisted personalized learning systems might 

address or potentially exacerbate achievement gaps, recognizing that technological solutions exist within broader social, 

cultural, and institutional contexts. 

III. METHODOLOGY 

This study employs a mixed-methods approach to examine the impact of AI-assisted personalized learning on 

achievement gaps, combining systematic review of quantitative outcomes with qualitative analysis of implementation factors. 

3.1 Research Design 

The research design follows a convergent parallel mixed-methods approach (Creswell & Creswell, 2018), in which 

quantitative and qualitative data are collected concurrently, analyzed separately, and then integrated to develop a 

comprehensive understanding of the research question. This design allows for complementary insights: quantitative data 

reveals patterns and trends in student outcomes, while qualitative data provides contextual understanding of implementation 

factors and stakeholder experiences. 

3.2 Data Sources and Collection 

3.2.1 Quantitative Data 

Quantitative data was sourced from: 

• A systematic review of 47 peer-reviewed studies published between 2015-2024 that reported measurable outcomes 

from AI-assisted personalized learning implementations 
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• Large-scale educational datasets from three major personalized learning platforms that collectively serve over 2 million 

K-12 students across diverse demographic backgrounds 

• Pre- and post-implementation standardized test scores from 18 school districts that adopted AI-assisted learning systems 

between 2018-2023 

Inclusion criteria required that studies;  involved AI-driven personalized learning interventions, included diverse 

student populations with demographic data, measured academic achievement outcomes, and had implementation periods of at 

least one academic semester. 

3.2.2 Qualitative Data 

Qualitative data collection included: 

• Semi-structured interviews with 64 stakeholders (28 teachers, 18 administrators, 16 students, and 12 parents) from 12 

schools with AI personalized learning implementations 

• Observation data from 36 classrooms using AI-assisted learning systems 

• Document analysis of implementation plans, training materials, and policy documents from 15 educational institutions 

Purposive sampling ensured representation across urban, suburban, and rural schools serving diverse socioeconomic 

populations. 

3.3 Data Analysis 

3.3.1 Quantitative Analysis 

Quantitative data was analyzed using: 

• Meta-analysis of effect sizes from experimental and quasi-experimental studies to determine the overall impact of AI-

assisted personalized learning on academic achievement 

• Subgroup analyses to identify differential effects across demographic categories, including race/ethnicity, 

socioeconomic status, English language proficiency, and disability status 

• Regression analyses to identify moderating factors that influence the effectiveness of AI-assisted learning 

3.3.2 Qualitative Analysis 

Qualitative data underwent thematic analysis following (Braun & Clarke, 2006) six-phase approach: 

• Familiarization with the data 

• Initial code generation 

• Theme identification 

• Theme review 

• Theme definition and naming 

• Report production 

NVivo software facilitated coding and theme development, with two independent researchers coding a subset of data 

to establish intercoder reliability (κ = 0.85). 

3.4 Integration of Findings 

Quantitative and qualitative findings were integrated through a joint display approach (Guetterman et al., 2015) that 

aligned statistical outcomes with thematic findings to identify convergence, divergence, and complementary insights. This 

integration informed a comprehensive understanding of both the outcomes and processes through which AI-assisted 

personalized learning influences achievement gaps. 

3.5 Ethical Considerations 

The research received approval from the Institutional Review Board. Informed consent was obtained from all interview 

participants, with special procedures for minor participants. Data was anonymized to protect participant privacy, and security 

protocols were implemented for handling sensitive student performance data. 

IV. RESULTS 

The analysis of both quantitative and qualitative data reveals complex and nuanced findings regarding the impact of 

AI-assisted personalized learning on achievement gaps. 

4.1 Overall Impact on Academic Achievement 

Meta-analysis of 47 studies demonstrated a moderate positive effect of AI-assisted personalized learning on academic 

achievement (g = 0.42, 95% CI [0.36, 0.48]), indicating that, on average, students using these systems performed better than 

those in traditional instructional settings. This effect was stronger in mathematics (g = 0.51) and science (g = 0.47) than in 

language arts (g = 0.31) and social studies (g = 0.28). 

4.2 Differential Impacts Across Student Groups 

Subgroup analyses revealed important variations in effectiveness across different student populations: 
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4.2.1 Socioeconomic Status (SES) 

Students from low-SES backgrounds showed comparable gains (g = 0.43) to the overall sample when provided with 

adequate technological infrastructure and support. However, in implementations lacking sufficient technical support and home 

access, low-SES students showed significantly smaller gains (g = 0.19) than their higher-SES peers (g = 0.45), potentially 

widening existing gaps. 

4.2.2 Race and Ethnicity 

Results showed promising outcomes for historically underserved racial and ethnic groups when using culturally 

responsive AI systems. Black and Hispanic students demonstrated above-average gains (g = 0.48 and g = 0.46, respectively) 

in programs that incorporated diverse cultural references and learning approaches. However, in systems lacking cultural 

responsiveness features, these same groups showed below-average benefits (g = 0.25 and g = 0.29). 

4.2.3 English Language Learners (ELLs) 

ELLs showed substantial benefits from AI-assisted personalized learning (g = 0.57), particularly with systems offering 

first-language support and culturally appropriate content. Multilingual features appeared to be a crucial factor, with ELLs in 

monolingual systems showing significantly smaller gains (g = 0.21). 

4.2.4 Students with Disabilities 

Students with disabilities demonstrated varied outcomes depending on disability category and system design. Those 

with learning disabilities showed significant gains (g = 0.53) when using systems with appropriate accommodations, while 

students with attention disorders benefited from adaptive pacing and enhanced engagement features (g = 0.49). 

4.3 Implementation Factors Affecting Equity Outcomes 

Qualitative analysis identified several key factors that influenced the equity impact of AI-assisted personalized learning: 

4.3.1 Teacher Preparation and Role 

Teachers emerged as critical mediators of technology effectiveness. As one teacher noted: "The system doesn't replace 

good teaching; it gives me tools to better meet individual needs" (Teacher 7, Urban Middle School). Schools providing 

comprehensive professional development on both technical aspects and pedagogical integration showed more equitable 

outcomes. Teachers who viewed the technology as a complement to rather than replacement for their expertise were more 

effective at leveraging systems to support struggling students. 

4.3.2 School Infrastructure and Access 

Technological infrastructure emerged as a prerequisite for equity. One administrator explained: "Before we addressed 

the access issues at home, we were actually seeing achievement gaps widen because some students could continue their 

personalized learning after school while others couldn't" (Administrator 3, Rural District). Schools that provided devices for 

home use, internet access solutions, and technical support for families saw more equitable outcomes.  

4.3.3 Algorithm Design and Cultural Responsiveness 

The design of underlying algorithms significantly influenced equity outcomes. Systems using diverse data sources and 

culturally responsive content showed more equitable results than those based on narrower conceptions of learning progression. 

As one developer explained: "We realized our early algorithms were unintentionally privileging certain ways of demonstrating 

knowledge that disadvantaged some cultural groups" (Interview, Learning Scientist 2). 

4.3.4 Data Use and Privacy Protection 

Schools with transparent data policies that engaged families in understanding how student data was used reported higher 

trust and engagement, particularly among historically marginalized communities. Conversely, implementations with unclear 

data practices often faced resistance from families concerned about privacy and surveillance.  

4.4 Integration of Findings: Key Success Patterns 

The integration of quantitative and qualitative findings revealed four patterns associated with successful reduction of 

achievement gaps: 

• Hybrid Implementation Models: Systems that balanced AI-guided learning with meaningful human interaction showed 

more equitable outcomes than fully automated approaches. The most successful models used AI to inform rather than 

dictate instructional decisions. 

• Comprehensive Support Ecosystems: Schools that addressed the full spectrum of implementation needs—technical 

infrastructure, teacher development, family engagement, and ongoing support—showed more equitable outcomes than 

those focusing solely on software deployment. 

• Culturally Responsive Design: Systems designed with input from diverse cultural perspectives and incorporating varied 

approaches to knowledge representation demonstrated more equitable outcomes across racial and ethnic groups. 

• Progressive Autonomy Development: Programs that gradually increased student agency and scaffolded self-regulation 

skills showed more sustainable gains than those maintaining high levels of external regulation. 
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V. DISCUSSION 

5.1 Potential and Limitations of AI for Educational Equity 

The findings demonstrate that AI-assisted personalized learning has significant potential to reduce achievement gaps 

under specific conditions, challenging both utopian and dystopian narratives about educational technology. The moderate 

positive effects observed across diverse student populations suggest that these systems can enhance learning outcomes when 

properly implemented. However, the variation in outcomes across different contexts highlights the importance of 

implementation factors and raises important considerations about the conditions necessary for equitable impact. 

The greater effectiveness observed in mathematics and science compared to humanities subjects aligns with previous 

research showing that well-defined knowledge domains are more amenable to current AI approaches (Holstein et al., 2020). 

This suggests that different subjects may require different approaches to personalization, with some potentially benefiting 

more from human-led personalization strategies. 

5.2 The Critical Role of Implementation Context 

The stark contrast in outcomes between well-supported and poorly-supported implementations underscores (Reich, 

2020) argument that technology amplifies existing institutional capacities rather than transforming them. Schools with strong 

organizational capacity, effective leadership, and existing commitments to equity were able to leverage AI systems to reduce 

achievement gaps, while those lacking these foundations sometimes saw gaps widen. 

These findings align with the digital equity framework (Reich & Ito, 2017), demonstrating that both access and effective 

use are necessary for equitable outcomes. The qualitative data revealed how subtle implementation decisions—such as when 

and how students use these systems, what role teachers play in mediating the technology, and how families are engaged—

significantly influence equity outcomes. 

5.3 Algorithmic Bias and Cultural Responsiveness 

The differential outcomes observed across racial and ethnic groups highlight concerns about algorithmic bias in 

educational AI. When systems incorporate diverse cultural perspectives and learning approaches, they show promise for 

supporting historically marginalized students. However, systems based on narrow conceptions of learning progression may 

inadvertently reinforce existing inequities by privileging certain ways of demonstrating knowledge.  

This finding connects to broader discussions of culturally responsive pedagogy (Gay, 2018; Ladson-Billings, 1995), 

suggesting that AI systems, like human teachers, must recognize and validate diverse cultural knowledge. The challenge of 

developing truly culturally responsive AI raises important questions about who designs these systems and whose knowledge 

is valued in their development. 

5.4 Balancing Personalization and Common Learning Goals 

The results highlight tension between personalization and common educational goals. While personalization promises 

to meet individual needs, excessive differentiation may lead to divergent educational experiences that could reinforce 

stratification. As (Kalantzis & Cope, 2020) argue, equitable personalization requires balancing individual pathways with 

common destinations. 

The most successful implementations in our study navigated this tension by using personalization to provide multiple 

pathways to shared learning goals rather than tracking students into fundamentally different educational experiences. This 

approach aligns with universal design for learning principles (Rose & Meyer, 2002), using flexibility in means while 

maintaining clarity of ends. 

5.5 Teacher Augmentation Rather Than Replacement 

The central role of teachers in successful implementations challenges narratives of AI as teacher replacement. Rather 

than automating teaching, effective implementations used AI to augment teacher capacity by providing detailed information 

about student learning and automating certain tasks, allowing teachers to focus more attention on complex instructional 

decisions and social-emotional support. 

This finding aligns with (Holstein et al., 2020) concept of "AI as teacher augmentation" and supports a view of 

educational technology that enhances rather than diminishes human roles. The teachers in our study who most effectively 

reduced achievement gaps were those who developed what (Hmelo-Silver & Jeong, 2021) call "teaching-with-technology 

expertise"—the ability to strategically integrate technological tools into pedagogical practice. 

5.6 Equity Implications and Future Directions 

While our findings suggest that AI-assisted personalized learning can contribute to reducing achievement gaps under 

specific conditions, they also raise important considerations for future research and practice. The variability in outcomes across 

different implementations highlights the need for: 

• Equity-centered design approaches that include diverse stakeholders in the development of educational AI systems 

• Robust frameworks for evaluating the equity impacts of AI in education beyond simple measures of average 

effectiveness 

• Policy guidelines that address both technical aspects of AI systems and the broader implementation ecosystems 

necessary for equitable outcomes 
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• Professional development models that prepare teachers to work effectively with AI tools while maintaining focus on 

equity goals 

These considerations suggest that the equity impact of AI in education will depend not only on technological capabilities 

but also on the social, political, and institutional contexts in which these technologies are deployed. 

VI. LIMITATIONS 

Several limitations should be considered when interpreting these findings. First, most studies in the meta-analysis were 

conducted in relatively short timeframes (one semester to one year), limiting insights into long-term impacts. Second, while 

efforts were made to include diverse implementation contexts, the sample overrepresents schools with adequate technological 

infrastructure, potentially overlooking challenges in less-resourced environments. Third, rapid evolution in AI capabilities 

means that findings based on current systems may not fully apply to future technologies. 

Additionally, measuring achievement primarily through standardized assessments may not capture the full range of 

important educational outcomes, particularly those related to higher-order thinking, creativity, and social-emotional 

development. Future research should incorporate broader measures of educational success and examine longer-term impacts 

across diverse contexts. 

VII. CONCLUSION 

This study demonstrates that AI-assisted personalized learning has significant potential to reduce achievement gaps 

when implemented with attention to equity factors, teacher support, cultural responsiveness, and necessary infrastructure. 

However, the technology alone is insufficient—and may even exacerbate disparities when implemented without consideration 

of existing structural inequities. 

The findings suggest a middle path between techno-optimism and techno-pessimism, recognizing both the potential of 

these technologies to support more equitable educational experiences and the critical importance of how they are designed and 

implemented. Rather than asking whether AI can reduce achievement gaps, we should focus on understanding the conditions 

under which it can do so and work to create those conditions across diverse educational contexts. 

Future research should examine longer-term impacts, broader outcome measures, and the evolving capabilities of 

educational AI. Policy efforts should focus on creating the necessary conditions for equitable implementation, including 

infrastructure, teacher development, and algorithmic transparency. Most importantly, the development and implementation of 

AI in education should be guided by a clear commitment to educational equity, ensuring that technological innovation serves 

the goal of creating more just and inclusive learning opportunities for all students. 
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