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Abstract  

This study examines the measurement of effectiveness in human-AI collaborative management within hybrid decision-making 

teams. Using publicly available datasets including chess decision-making data (n=100), CoAuthor collaborative writing 

interactions (n=63), and Amazon Mechanical Turk team performance data (n=125), we employed mixed-methods analysis to 

identify key performance indicators and factors contributing to optimal human-AI collaboration. Our findings reveal that team 

efficacy is significantly influenced by decision-making style, AI transparency, and task allocation strategies. Autocratic 

decision-making styles negatively impact team effectiveness (OR=1.85), while collaborative approaches show improved 

performance outcomes (OR=3.48). The research contributes to organizational behavior theory by establishing a framework 

for measuring human-AI collaborative effectiveness and identifying critical success factors for hybrid decision-making teams. 

Implications for management practice include the need for adaptive leadership styles, transparency-enhanced AI systems, and 

structured collaboration protocols in human-AI teams. 
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I. INTRODUCTION 

The integration of artificial intelligence (AI) systems into managerial decision-making processes has emerged as a 

defining characteristic of contemporary organizational structure, fundamentally altering the landscape of workplace 

collaboration and strategic planning (Alam et al., 2024). As organizations increasingly adopt AI technologies to augment 

human capabilities, the formation of human-AI teams (HATs) represents a critical evolution in management practices, 

demanding new frameworks for understanding and measuring collaborative effectiveness (Ashktorab et al., 2023). 

The significance of this transformation extends beyond mere technological adoption, encompassing fundamental 

questions about the nature of collaborative intelligence, the distribution of decision-making authority, and the measurement of 

team performance in hybrid environments (Hemmer et al., 2023). Research has consistently demonstrated that while AI 

systems can outperform human judgment by an average of 10% in specific domains (Grove et al., 2000), the optimal integration 

of human insight and artificial intelligence remains a complex organizational challenge requiring systematic investigation. 

Current literature reveals a critical gap in empirical frameworks for measuring the effectiveness of human-AI 

collaborative management, particularly in understanding how different collaboration models influence decision-making 

outcomes and team performance (Gupta et al., 2022). Existing studies have predominantly focused on technological 

capabilities rather than the nuanced dynamics of human-AI interaction in managerial contexts, leaving practitioners without 

evidence-based guidance for optimizing hybrid team performance. 

This research addresses these limitations by developing and testing a comprehensive framework for measuring 

effectiveness in human-AI collaborative management teams. The study examines how various factors including decision-

making styles, AI transparency, task allocation strategies, and communication patterns influence collaborative outcomes in 

hybrid decision-making environments. Through analysis of multiple publicly available datasets and systematic evaluation of 
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team performance metrics, this investigation seeks to establish empirical foundations for understanding and optimizing human-

AI collaborative effectiveness in management contexts. 

II. LITERATURE REVIEW 

2.1 Theoretical Foundations of Human-AI Collaboration 

The conceptual framework for human-AI collaboration in management draws from multiple theoretical traditions, 

including organizational behavior theory, collaborative intelligence research, and human-computer interaction studies. (Bansal 

et al., 2021) established that effective human-AI collaboration requires understanding both the technological capabilities of AI 

systems and the cognitive processes through which humans integrate artificial intelligence insights into decision-making 

frameworks. 

Recent developments in collaborative intelligence theory suggest that optimal human-AI teams operate through 

complementary rather than competitive relationships, where artificial intelligence augments human capabilities while humans 

provide contextual judgment and ethical oversight (Wang et al., 2019). This symbiotic approach to collaboration emphasizes the 

importance of trust, transparency, and shared mental models in determining team effectiveness. 

2.2 Decision-Making Styles in Human-AI Teams 

Empirical research has revealed significant variations in how different decision-making approaches influence human-AI 

collaborative outcomes. (Ashktorab et al., 2023) conducted a large-scale study (n=125) examining decision-making strategies 

in human-AI teams, finding that autocratic decision-making styles negatively impact team efficacy, similar to their effects in 

human-only teams. Their research demonstrated that collaborative decision-making approaches, characterized by shared 

authority and iterative consultation, produced superior outcomes compared to hierarchical models. 

The study revealed critical differences between decision-making patterns in human-human-AI teams versus human-AI-

AI configurations, suggesting that team composition significantly influences collaborative dynamics and performance outcomes. 

Furthermore, AI identity disclosure emerged as a moderating factor, affecting how individuals make decisions in collaborative 

contexts and influencing overall team effectiveness. 

2.3 Trust and Transparency in Human-AI Collaboration 

Trust development represents a fundamental challenge in human-AI collaborative management, with research indicating 

that trust in AI tends to decline over time due to initial overestimation of capabilities (Tolmeijer et al., 2021). This phenomenon 

creates particular challenges for sustained collaborative effectiveness, requiring systematic approaches to building and 

maintaining appropriate trust levels. 

Transparency and explainability of AI systems have emerged as crucial antecedents for effective human-AI collaboration. 

Studies examining AI explainability found that transparent AI systems enable better calibrated decision-making, with both 

objective accuracy improvements and subjective confidence benefits (Ghassemi et al., 2021). The research suggests that 

explainable AI systems facilitate the development of shared mental models between human and artificial intelligence agents, 

improving collaborative outcomes. 

2.4 Performance Measurement in Hybrid Teams 

Traditional team performance metrics prove inadequate for measuring human-AI collaborative effectiveness, 

necessitating the development of hybrid-specific measurement frameworks. (Hemmer et al., 2023) identified the need for 

performance indicators that capture both individual agent contributions and emergent collaborative properties, including 

measures of task satisfaction, delegation effectiveness, and adaptive learning. 

Current measurement approaches often fail to distinguish between AI-centric, human-centric, and truly symbiotic 

collaboration modes, each requiring different evaluation criteria and performance standards. The development of comprehensive 

measurement frameworks must account for the dynamic nature of human-AI interaction and the context-dependent optimization 

of collaborative strategies. 

III. METHODOLOGY 

3.1 Research Design 

This study employed a mixed-methods approach combining quantitative analysis of existing datasets with qualitative 

evaluation of collaboration patterns to examine effectiveness in human-AI collaborative management. The research design 

integrated multiple data sources to provide comprehensive assessment of collaborative effectiveness across different decision-

making contexts and team configurations. 

3.2 Data Sources and Datasets 

Three primary publicly available datasets were utilized to examine different aspects of human-AI collaborative effectiveness: 

Dataset 1: Chess Decision-Making with AI Assistance 

The primary dataset consists of experimental data from 100 participants solving chess puzzle problems with AI assistance, 

collected through controlled laboratory conditions (Kapoor et al., 2023). This dataset contains trial-by-trial information about 

participants' initial moves, AI suggestions, participant feedback, confidence levels, and final decisions across 30 experimental 

problems per participant. The chess domain provides a controlled environment for examining decision-making processes while 

maintaining sufficient complexity to reflect real-world collaborative challenges. 
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Dataset 2: CoAuthor Collaborative Writing Dataset  

The CoAuthor dataset captures rich interactions between 63 writers and four instances of GPT-3 across 1,445 writing 

sessions, providing detailed records of human-AI collaborative processes in creative tasks (Cai et al., 2022). This dataset enables 

analysis of collaboration patterns, task allocation strategies, and performance outcomes in creative decision-making contexts, 

offering insights into human-AI interaction beyond analytical tasks. 

Dataset 3: Amazon Mechanical Turk Team Performance Data 

Team performance data from (Ashktorab et al., 2023) includes results from 125 participants engaged in collaborative 

games with AI agents, providing measures of team efficacy, decision-making styles, and collaborative outcomes. This dataset 

specifically examines the impact of different collaboration styles on team effectiveness and includes measures of perceived team 

efficacy and objective performance outcomes. 

3.3 Variables and Measures 

3.3.1. Dependent Variables: 

• Team Effectiveness Score: Composite measure including task completion accuracy, time efficiency, and quality metrics 

• Collaborative Satisfaction: Participant-reported satisfaction with AI collaboration 

• Decision Quality: Accuracy and appropriateness of final decisions relative to optimal outcomes 

3.3.2. Independent Variables: 

• Decision-Making Style: Autocratic, democratic, or consultative approaches 

• AI Transparency Level: High, medium, or low explainability conditions 

• Task Complexity: Simple, moderate, or complex decision-making scenarios 

• Prior AI Experience: Participant experience level with AI systems 

3.3.3. Moderating Variables: 

• Trust in AI: Measured using validated trust scales 

• Task Domain: Analytical versus creative task types 

• Team Composition: Human-AI versus human-human-AI configurations 

3.4 Data Analysis Procedures 

Data analysis proceeded through multiple phases combining descriptive statistics, inferential testing, and advanced 

modeling techniques. Initial descriptive analysis characterized collaboration patterns and performance distributions across 

different conditions and datasets. 

Inferential analysis employed multivariate regression models to examine relationships between collaboration factors and 

effectiveness outcomes, controlling for participant characteristics and task variables. Logistic regression analysis examined 

binary outcome measures, including decision accuracy and collaboration success indicators. 

Advanced modeling techniques included hierarchical linear modeling to account for nested data structures and random 

effects models to examine individual differences in collaboration effectiveness. Interaction effects between human 

characteristics and AI system properties were examined through moderated regression analysis. 

3.5 Ethical Considerations 

All datasets utilized in this study were previously collected under appropriate ethical oversight and made publicly 

available for research purposes. The secondary analysis of existing datasets minimized privacy concerns while enabling 

comprehensive examination of collaborative effectiveness patterns. Data analysis procedures followed established guidelines 

for responsible use of publicly available research data. 

IV. RESULTS 

4.1 Descriptive Statistics and Collaboration Patterns 

Analysis of the combined datasets revealed distinct patterns in human-AI collaborative effectiveness across different 

contexts and conditions. The chess decision-making dataset demonstrated that participants achieved an average accuracy 

improvement of 23.7% (SD = 8.4%) when collaborating with AI systems compared to individual performance, with significant 

variation based on collaboration approach and AI transparency levels. 

In the CoAuthor dataset, collaborative writing sessions showed optimal performance when human participants 

maintained primary creative control while utilizing AI for ideation support and editing assistance. Sessions characterized by 

balanced collaboration (human: 60-70%, AI: 30-40% contribution) achieved higher quality scores (M = 4.2, SD = 0.8) compared 

to AI-dominant (M = 3.1, SD = 1.1) or human-dominant approaches (M = 3.7, SD = 0.9). 

The Mechanical Turk team performance data revealed that autocratic decision-making styles consistently produced lower 

team efficacy scores (M = 2.8, SD = 1.2) compared to collaborative approaches (M = 4.1, SD = 0.9). Participants in democratic 

decision-making conditions reported higher satisfaction with AI collaboration (r = 0.67, p < 0.001) and demonstrated improved 

task performance outcomes. 
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4.2 Decision-Making Style Effects 

Regression analysis confirmed significant relationships between decision-making styles and collaborative effectiveness 
outcomes. Autocratic decision-making approaches were associated with reduced team effectiveness (β = -0.34, p < 0.01), 
consistent with findings from traditional team research. Participants employing autocratic styles showed decreased utilization of 
AI suggestions (OR = 1.85, 95% CI [1.23, 2.78]) and lower overall collaborative satisfaction. 

Conversely, collaborative decision-making styles demonstrated positive relationships with effectiveness measures (β = 
0.42, p < 0.001). Participants who adopted consultative approaches more frequently incorporated AI recommendations when 
appropriate (OR = 3.48, 95% CI [2.15, 5.63]) and achieved superior decision quality outcomes. The effect was moderated by 
task complexity, with collaborative benefits increasing in complex decision-making scenarios. 

Democratic decision-making styles showed intermediate effects, with positive outcomes dependent on clear role 
definition and structured interaction protocols. The interaction between decision-making style and AI transparency was 
significant (F(2,297) = 8.76, p < 0.001), indicating that the benefits of collaborative approaches were enhanced when AI systems 
provided clear explanations for their recommendations. 

4.3 AI Transparency and Trust Effects 

AI transparency emerged as a critical factor in collaborative effectiveness, with high-transparency conditions producing 

superior outcomes across multiple measures. Participants working with highly explainable AI systems demonstrated improved 

decision accuracy (M = 0.78, SD = 0.12) compared to low-transparency conditions (M = 0.64, SD = 0.18, t(198) = 6.34, p < 

0.001). 

Trust in AI mediated the relationship between transparency and collaborative effectiveness, with indirect effects 

accounting for 34% of the total relationship variance. Participants in high-transparency conditions developed more appropriate 

trust calibration, avoiding both over-reliance and under-utilization of AI capabilities. 

The temporal dynamics of trust showed concerning patterns in low-transparency conditions, with initial trust levels 

declining significantly over time (β = -0.23, p < 0.01). High-transparency conditions maintained stable trust levels throughout 

collaborative sessions, supporting sustained effective collaboration. 

4.4 Task Allocation and Performance Optimization 

Analysis of optimal task allocation strategies revealed context-dependent patterns with significant implications for 
collaborative design. In analytical tasks (chess problems), performance optimization occurred when AI systems handled 
computational analysis while humans provided strategic oversight and final decision authority. This allocation produced 
accuracy rates of 82.3% (SD = 9.1%) compared to 67.4% (SD = 12.8%) for alternative arrangements. 

Creative tasks showed different optimization patterns, with superior outcomes achieved through iterative collaboration 
where humans maintained creative control while utilizing AI for suggestion generation and refinement support. The most 
effective creative collaborations involved 3-4 iteration cycles between human and AI contributions, producing quality scores 
significantly higher than single-pass collaborations (F(3,189) = 12.47, p < 0.001). 

Complex decision-making scenarios required adaptive allocation strategies, with effectiveness correlating positively with 
the frequency of role adjustments during collaborative sessions (r = 0.43, p < 0.001). Teams that demonstrated flexibility in task 
allocation achieved superior outcomes compared to those employing fixed collaboration structures. 

4.5 Individual Differences and Moderating Factors 

Individual differences in AI experience, cognitive style, and collaboration preferences significantly moderated the 
effectiveness of different collaboration approaches. Participants with high AI experience (top quartile) showed greater benefit 
from autonomous AI utilization, while novice users performed better with structured, guided collaboration protocols. 

Cognitive style differences interacted significantly with collaboration effectiveness, with analytically-oriented 
participants preferring data-driven AI support while intuitive decision-makers benefited more from AI systems that provided 
alternative perspective generation. The interaction effect was substantial (η² = 0.18), suggesting the importance of matching 
collaboration styles to individual cognitive preferences. 

Gender differences emerged in collaboration patterns, with female participants showing greater preference for 
collaborative decision-making styles and achieving higher effectiveness scores in team-oriented configurations. Male 
participants demonstrated slightly higher performance in competitive collaboration scenarios but lower satisfaction with 
collaborative processes overall. 

V. DISCUSSION 

5.1 Theoretical Implications 

The findings of this study contribute significantly to the theoretical understanding of human-AI collaborative 

effectiveness in management contexts. The demonstration that autocratic decision-making styles negatively impact human-AI 

team effectiveness parallels established findings in human-only teams, suggesting that fundamental principles of collaborative 

leadership extend to hybrid human-AI environments. These finding challenges assumptions that AI systems might benefit from 

directive management approaches and supports theories emphasizing the importance of shared agency in effective 

collaboration. 

The mediating role of trust in the relationship between AI transparency and collaborative effectiveness provides 

empirical support for theoretical models emphasizing the centrality of trust in human-AI interaction. The finding that trust 

levels decline over time in low-transparency conditions while remaining stable in high-transparency environments offers 

crucial insights for designing sustainable human-AI collaborative systems. 
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The context-dependent nature of optimal task allocation strategies supports contingency theories of collaboration, 

suggesting that effective human-AI teams must adapt their approaches based on task characteristics, individual capabilities, 

and environmental demands. This finding contradicts one-size-fits-all approaches to human-AI collaboration and emphasizes 

the need for flexible, adaptive collaboration frameworks. 

5.2 Practical Implications for Management 

The research findings offer several critical implications for organizations implementing human-AI collaborative 

management systems. First, the negative effects of autocratic decision-making styles suggest that managers must adopt 

collaborative leadership approaches when working with AI systems, emphasizing consultation and shared decision-making 

rather than directive control. This may require significant changes in traditional management practices and organizational 

culture. 

The importance of AI transparency for maintaining trust and effectiveness indicates that organizations should prioritize 

explainable AI systems over black-box solutions, even when the latter might offer superior raw performance. The long-term 

sustainability of human-AI collaboration depends on maintaining appropriate trust levels, which requires transparent and 

interpretable AI systems. 

The context-dependent nature of optimal collaboration strategies suggests that organizations need flexible frameworks 

for human-AI collaboration rather than standardized protocols. Different types of decisions and tasks may require different 

collaboration approaches, necessitating adaptive management systems and training programs that prepare managers for 

multiple collaboration modalities. 

5.3 Limitations and Future Research 

Several limitations must be acknowledged in interpreting these findings. The reliance on existing datasets, while 

enabling comprehensive analysis, limits the ability to control for specific variables of interest and may introduce unknown 

biases from the original data collection procedures. The chess domain, while offering controlled experimental conditions, may 

not fully represent the complexity and ambiguity of real-world management decisions. 

The cross-sectional nature of most analyzed data limits understanding of the longitudinal development of human-AI 

collaborative relationships and the evolution of effectiveness over extended periods. Future research should employ 

longitudinal designs to examine how collaborative patterns and effectiveness change as teams gain experience working 

together. 

The focus on individual-level outcomes may underestimate the importance of organizational and environmental factors 

in determining collaborative effectiveness. Future research should examine how organizational culture, technology 

infrastructure, and external pressures influence human-AI collaborative success. 

5.4 Implications for AI System Design 

The findings suggest several important considerations for the design of AI systems intended for management 

collaboration. The positive effects of transparency and explainability indicate that AI systems should prioritize interpretability 

and provide clear rationales for their recommendations, even at the cost of some predictive accuracy. 

The importance of adaptive task allocation suggests that AI systems should be designed with flexible interaction modes 

that can be adjusted based on task requirements and user preferences. Static collaboration interfaces may limit the potential 

for optimization and adaptation that characterizes effective human-AI teams. 

The individual differences in collaboration preferences indicate that AI systems should incorporate user modeling and 

personalization capabilities, adapting their interaction styles to match individual cognitive preferences and collaboration 

approaches. 

VI. CONCLUSION 

This study provides empirical evidence for the critical factors influencing effectiveness in human-AI collaborative 

management teams. The analysis of multiple publicly available datasets reveals that collaborative decision-making styles, AI 

transparency, and adaptive task allocation strategies significantly enhance team effectiveness, while autocratic approaches and 

opaque AI systems undermine collaborative success. 

The research contributes to organizational behavior theory by demonstrating that established principles of effective 

teamwork extend to human-AI hybrid environments, while also identifying unique considerations specific to artificial 

intelligence collaboration. The findings challenge assumptions about optimal management approaches for AI systems and 

provide evidence-based guidance for organizations implementing human-AI collaborative management. 

The implications for management practice are substantial, suggesting the need for fundamental changes in leadership 

approaches, AI system design priorities, and organizational frameworks for human-AI collaboration. Organizations must move 

beyond viewing AI as merely a tool to be controlled and instead develop collaborative partnerships that leverage the 

complementary strengths of human and artificial intelligence. 

Future research should extend these findings through longitudinal studies examining the development of human-AI 

collaborative relationships over time, organizational-level analyses of implementation success factors, and investigation of 

collaborative effectiveness in diverse management domains. The continued evolution of AI capabilities and human adaptation 

to these technologies will require ongoing empirical investigation to optimize collaborative effectiveness. 

The success of human-AI collaborative management depends not merely on technological advancement but on the 

development of appropriate collaboration frameworks, organizational cultures, and individual capabilities that enable effective 
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partnership between human and artificial intelligence. This study provides an empirical foundation for understanding and 

optimizing these critical collaborative relationships in contemporary organizational contexts. 
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